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SUMMARY
The resolving power of polarization data compared with that of phase data is investi-
gated by employing both synthetic and observed data sets, using the linear relationship
between the phase velocity perturbation and the phase or polarization anomaly. In
order to investigate the intrinsic di¡erences between phase and polarization data, a
synthetic test is ¢rst undertaken using a white noise model with su¤ciently uniform
coverage of ray paths. This test shows that polarization data can retrieve higher-order
heterogeneities of degrees up to 20 almost completely, despite damping and smoothing
e¡ects, whilst phase data can only retrieve those of degrees lower than 8 with reasonable
damping. Next, about 4000 phase and 2500 polarization records are collected for
minor- and major-arc Rayleigh waves (R1 and R2) in the frequency range 4^12 mHz.
To correct the Rayleigh wave polarization data, the misorientation of each station
is estimated from the polarization of long-period P waves propagating mainly in
the lower mantle. The phase and polarization data are then inverted for the phase
velocity distribution in spherical harmonics with degrees up to 15. The phase velocity
maps derived from the phase data are quite consistent with previous studies, whilst
those from the polarization data show some discrepancies. For example, the correlation
between the phase and polarization models is quite good for low even degrees such as 2,
4 and 6, but not for low odd degrees or degrees higher than 8. The gradients of ampli-
tude spectra from the polarization data are smaller than those from the phase data,
especially at degrees higher than 6, which suggests a slightly higher sensitivity of
the polarization data to higher-order heterogeneities. Nevertheless, the overall spectral
characteristics of both models are similar; that is, low-order heterogeneities are domi-
nant whilst higher orders are clearly reduced. Further investigation using a synthetic
test with the same uneven paths as the observed data shows the suppression of higher-
order heterogeneities. Since the synthetic test with even paths retrieves higher-order
heterogeneities su¤ciently, this result strongly suggests the path averaging e¡ect of
uneven ray paths that is intrinsic in the ray theoretical approach used in this study as
well as almost all the global inversions. Although inversions based on geometrical ray
theory have some limited resolving power with the current status of global records,
polarization data are indeed helpful in resolving higher-order lateral heterogeneities
with the dense and uniform path coverage that is becoming available.
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1 INTRODUCTION

The global velocity structure of the Earth's interior is a
key factor in investigating its internal evolution and ongoing

processes such as mantle convection. For obtaining a detailed
image of the Earth's interior, seismic tomography is the most
powerful tool, and has been widely used to investigate global
and local lateral heterogeneities of the Earth since the 1980s.
Although the quality of recorded seismograms has improved
and their number has increased since the beginning of global
velocity inversions, almost all researchers have used the same
kind of data; that is, the phase-delay information: traveltime
for body waves (Dziewonski 1984; Inoue et al. 1990; Kennett
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et al. 1998) or phase shift for surface waves (Nakanishi &
Anderson 1983, 1984; Tanimoto & Anderson 1985; Tanimoto
1990; Montagner & Tanimoto 1990; Trampert & Woodhouse
1995; Zhang & Lay 1996; EkstrÎm et al. 1997). This situation
has not changed, even though some researchers used wave-
forms of body or surface waves (Woodhouse & Dziewonski
1984; Honda & Tanimoto 1987; Su et al. 1994), since they
perturbed only the phase part of waveforms. Exceptions were
found only in several works with amplitude data (Yomogida &
Aki 1987; Neele et al. 1993; Laske & Masters 1996).
If a medium contains lateral heterogeneities, not only is

the phase of the surface wave varied but also its polarization
plane deviates from the great-circle path (Lay & Kanamori
1985; Yomogida & Aki 1987; Laske et al. 1994; Laske 1995), as
shown in Fig. 1. Following Woodhouse & Wong (1986) and
Yanovskaya (1996), the perturbation of a polarization plane,
da (~ tan#H, where #H is the arrival angle), is linearly related
to the gradient of phase velocity perturbation dc perpendicular
to the great-circle path:

da^{

�*

0

sin s
sin*

L
Ln0

dc(h, r)
c0

� �
ds , (1)

where * is the epicentral distance, n0 is the unit vector
perpendicular to the great-circle path, c0 is the reference phase
velocity and ds is the ray path increment along the great
circle (Fig. 1). The integration along the actual ray path from
source to receiver can be approximated by the integration
along the great circle if the velocity perturbation is smooth
enough (Yanovskaya 1996). In contrast, the widely used phase
perturbation dt is related to the phase velocity perturbation dc
itself:

dt^{k
�*

0

dc(h, r)
c0

ds , (2)

where k is the wavenumber. Thus polarization data should
hold greater resolving power for phase velocity variations
than phase data, although phase data are more robust against
noise in the data and insu¤cient coverage of ray paths. Using
polarization anomalies, we may obtain models with di¡erent
resolution characteristics from those of previous models. The

recent study of Laske & Masters (1996) showed that phase
velocity maps derived from both phase and polarization data
are signi¢cantly improved in the resolution of higher-order
heterogeneities, compared with those only from phase data.
In this study, we ¢rst perform a synthetic test with a

white noise model to visualize the sensitivity of phase and
polarization data to higher-order heterogeneities. In order
to investigate the di¡erence between the two data sets, we
perform linear inversions with phase and polarization data
independently. It is beyond the scope of this study to propose a
new global phase velocity model or to perform a joint inversion
of phase and polarization data, although it would be possible
to undertake. We then invert observed Rayleigh wave phase
and polarization data in the frequency range 4^12 mHz. We
use only fundamental-mode Rayleigh waves, not Love waves,
because fundamental-mode Love waves at periods around
100 s are likely to be contaminated by their ¢rst higher mode
(e.g. Thatcher & Brune 1969; Boore 1969; Dziewonski et al.
1972; Nakanishi & Anderson 1984).We also discuss the station
correction which is critical for polarization data inversions.
The polarization anomaly or arrival angle is measured as the
deviation from the radial direction, but if horizontal com-
ponents at a station are not oriented accurately, we cannot
obtain reliable arrival angles. We estimate the misorientation
of each station from P-wave polarization data and correct
Rayleigh wave arrival angles. We ¢nally discuss the sensitivity
of polarization data to higher-order heterogeneities, using
inverted models with actual phase and polarization data, and
their implications for the limit of geometrical ray theory to
resolve higher-order heterogeneities.

2 FORMULATION OF LINEAR INVERSION

The phase velocity perturbation dc(h, �) with respect to the
reference velocity c0 is expanded in fully normalized spherical
harmonics,

dc(h, �)
c0

~
XL
l~1

Xl
m~0

cml (A
m
l cosmrzBm

l sinmr)Pm
l (cos h) , (3)

cml ~ (2lz1)(2{dm,0)
(l{m)!
(lzm)!

� �1=2
, (4)

where L is the maximum order of the expansion,Am
l and Bm

l are
the coe¤cients of spherical harmonics of orders l andm and Pm

l
is the associated Legendre function. In order to simplify the
integration along a great circle in eq. (1) or (2), we rotate the
spherical harmonics in (3) by introducing a new coordinate
system (h', r') so that the great-circle path is located on the
equator (e.g. Backus 1964; Dziewonski 1984; Doornbos 1988).
In this new coordinate, eqs (1) and (2) are represented as
follows:
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where a is the Earth's radius and u is the angular frequency.We
can then integrate (5) or (6) analytically, since the integration is
only for r'.

Figure 1. Geometry of a ray propagating in a heterogeneous medium.
#H is the polarization angle at an observation point. Polarization
anomalies are sensitive to the gradient of phase velocity perturbation,
dc, perpendicular to the ray path, n0.
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Observed data are related to model parameters by

d~Gmzn , (7)

where d is the data vector (dt or da in this case),G is the kernel
matrix, which consists of the right-hand side in (5) or (6)
except for coe¤cients of spherical harmonics, m is the model
parameter vector (Am

l and Bm
l ) and n is the noise vector. Our

inversion scheme is based on damped least squares (e.g. Aki &
Richards 1980), minimizing the following quantity:

'~(d{Gm)T(d{Gm)ze2mTDTDm , (8)

where e2 is the damping parameter and Rm~(DTD){1 is
the model covariance matrix to smooth the model space. The
estimated model vector then becomes

mª ~(GTGze2R{1
m ){1GTd : (9)

To evaluate how the solution ¢ts the data, we calculate the
following data mis¢t function:

s2~
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2

, (10)

where N and M are the total numbers of data and model
parameters, respectively, and ni is the estimated error in the ith
datum. The error estimations are brie£y discussed in a later
section.
In the case of expanding the phase velocity distribution in

spherical harmonics, we must truncate them at a certain degree
limit (L in 3), 20 for the synthetic test and 15 for the actual data
inversion in this study, which leads to some unwanted e¡ects
on an inverted model, especially on higher-order coe¤cients
(e.g. Trampert & Woodhouse 1995). In order to prevent this
phenomenon, we take the roughness of model parameters,
R~kDmk, into consideration. Some researchers take it as
the root mean square (rms) Laplacian of velocity perturbations
(e.g. Trampert & Woodhouse 1995; Laske & Masters 1996),

R !
�

)
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���� ����2 d)
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, (11)

where ) is the surface of the Earth, and others use the rms
gradient (EkstrÎm et al. 1997),

R !
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)
+
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���� ����2 d)
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The matrix R{1
m then becomes l2(lz1)2I for (11) and l(lz1)I

for (12). The choice of R especially a¡ects the higher-order
coe¤cients; that is, the roughness of (11) tends to suppress
higher-order heterogeneities more than (12). We perform
preliminary inversions with the above two roughnesses and
plot the normalized mis¢t, s2/N, against the normalized model
roughness, kDmk2/kDk2, but there is no remarkable di¡er-
ence between them. Since polarization data should be more
sensitive to higher-order heterogeneities than conventional
phase data, we prefer the roughness parameter (12), which does
not suppress higher orders so much. For all the inversions in

this study, we de¢ne the roughness parameter as

R 2~
XL
l~1

l(lz1)
Xl
m~0

[(Am
l )

2z(Bm
l )

2] . (13)

We draw a trade-o¡ curve in the diagram of normalized data
mis¢t s2/N versus squared model roughness R 2 and choose
the most reasonable damping parameter that is the closest
to the origin of this diagram (Fig. 2).

3 WHITE NOISE SYNTHETIC TEST

In order to investigate the intrinsic resolving power of phase
and polarization data, we ¢rst perform a test with a `white
noise model', which consists of constant-amplitude spectra
X (l) at all degrees:

X (l)~

Pl
m~0

[(Am
l )

2z(Bm
l )

2]

2lz1

26664
37775
1=2

, (14)

with random spectral phases. The synthesized model (Fig. 3a)
contains completely £at spectra up to degrees 20, so it is useful
to check the spectral characteristics of a retrieved model from
phase or polarization data. We set su¤ciently dense and even
path coverage, which consists of about 4600 synthetic source^
receiver pairs corresponding to minor-arc waves (R1 or G1).
We calculate the synthetic phase and polarization data (dt and
da, respectively) by integrating the phase velocity perturbations
of the white noise model along the great circle using (1) and (2).
To investigate the intrinsic di¡erence between phase and
polarization data, we use the smoothing ¢lter discussed in
the previous section. The damping parameter e2 is 1:0 for
both phase and polarization tests to give the best trade-o¡
compromise.
Retrieved maps and spectra are shown in Fig. 3. Both phase

and polarization data retrieve the overall features of the white
noise model well. The most signi¢cant di¡erence between the
retrieved maps appears in the higher-order terms, especially
higher than degree 8. Amplitude spectra from phase data

Figure 2. Trade-o¡ curve for polarization data inversion at period
152 s.
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Figure 3. (a) White noise model of phase velocity and their spectra. Retrieved maps and amplitude spectra from (b) synthetic phase data and
(c) synthetic polarization data with su¤ciently dense and even path coverage. (d) Correlation coe¤cients and (e) model consistency between the
original model (a) and the retrieved models (b or c) from phase data (dotted line) and polarization data (solid line). Note that the minimum value in
the ordinate of (d) is 0.5. Retrieved maps and amplitude spectra from (f) phase data and (g) polarization data synthesized for the actual path coverage
of the observed phase data set (Fig. 4b). A dotted line in each amplitude diagram shows the £at amplitude of the original white noise model. Contour
intervals of all retrieved maps are the same.
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systematically fall o¡ for degrees over 8, whilst those from
polarization data are nearly £at, similar to the original. The
correlations between the original white noise model and
retrieved models from phase and polarization data are shown
in Fig. 3(d). The correlation coe¤cients are more than 0.95 for
the polarization data and more than 0.8 for the phase data at
all degrees. Since the correlation coe¤cients are only sensitive
to the agreement of model patterns, not to the di¡erences
in their amplitudes, we further evaluate the following model
consistency (Hara et al. 1993) to quantify how well the model
is retrieved:

1{

�
jcin(h, �){cout(h, �)j2 d)���������������������������������������������������������������������
jcin(h, �)j2 d)

�
jcout(h, �)j2 d)

r
2664

3775|100 , (15)

where cin(h, �) is the phase velocity perturbation in the
original or input model and cout(h, �) is that in the retrieved or
output model. The model consistency should be more suitable
than the correlation coe¤cient for detecting slight di¡erences
between the two models. The total retrieval of the white noise
model from the phase data is 84.8 per cent and that from the
polarization data is 98.9 per cent. Fig. 3(e) shows the model
consistency at each degree. Both the correlation coe¤cients
and the model consistency share a common trend: they are
smaller at odd degrees than at even degrees, especially for
the phase model. Fig. 3(e) also shows that the model con-
sistency for the phase model decreases with increasing degrees,
whilst that for the polarization is almost constant, providing
satisfactory retrieval of the original white noise model at all
degrees.
We must note the following factors when we compare

the above synthetic results with actual phase velocity models

derived from observed data. We should retrieve the model
thoroughly if we did not use any damping or smoothing in
this synthetic test because data themselves are synthesized
by the linear approximation (1 or 2) without noise and
the coverage is su¤ciently dense and uniform. In contrast,
inversions with actual data need to be damped or smoothed
because of uneven path coverage, incoherent noise in the data
and truncation of spherical harmonics at a certain degree
(Trampert & Woodhouse 1995).When we discuss higher-order
heterogeneities, we must also pay attention to the limitations
of the geometrical ray approximation (i.e. 1 and 2). The
higher the order of the heterogeneities, the closer the con-
sidered wavelength becomes to the scale of heterogeneities. For
example, the heterogeneity of degree 20 has a horizontal scale
of about 2000 km, whilst the wavelength of the Rayleigh wave
at periods of 200 s is greater than 800 km. The geometrical ray
approximation therefore becomes less valid for long periods.
As a result, higher-order heterogeneities may not be retrieved
su¤ciently, even if we use polarization data, as long as we
blindly use this approximation, especially for long-period data.
As the travel distance decreases, the geometrical ray approxi-
mation becomes relatively valid (see Section 13.3.5 of Aki &
Richards 1980), so that only short paths such as R1 or G1 are
required to retrieve small-scale heterogeneities.

4 PHASE AND POLARIZATION DATA

We collect three-component long-period seismograms of GSN
stations in the data set IRIS FARM. Since we use polarization
data; that is, a small signal in the transverse component of
Rayleigh waves assumed to be caused by lateral hetero-
geneities, waveforms of surface waves must be clear. We must

Figure 3. (continued.)
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also take care of the e¡ect of higher-mode contamination.
In order to collect high-quality fundamental-mode Rayleigh
waves, we chose 152 events of surface wave magnitude greater
than 6.5 and focal depth shallower than 100 km from 1990 to
1996. Global distributions of both the events and the stations
used in this study are shown in Fig. 4(a). Minor-arc Rayleigh
wave trains (R1) are overlapped by minor-arc Love wave trains
(G1) at epicentral distances shorter than 500, as are R2 by G3.
We con¢ne our data set in the range of epicentral distances
larger than 500 not only for polarization data but also for phase
data, although the phase data of Rayleigh waves could be
analysed at much shorter distances. In order to investigate the
intrinsic di¡erences between phase and polarization data, it is
better to collect data with identical criteria, although it results
in smaller amounts of phase data than other state-of-the-art
studies (e.g. Trampert & Woodhouse 1995; Zhang & Lay
1996; EkstrÎm et al. 1997). The path coverage of phase and
polarization data at a period of 152 s is shown in Fig. 4
and the number of data is listed in Table 1. The coverage is
comparatively sparse for North and South Polar regions, the
eastern region of Africa and the eastern Paci¢c, especially for
polarization data.
All the seismograms are initially deconvolved to remove

their instrument responses and compared with the corre-
sponding synthetics calculated by employing the normal mode
theory (Dziewonski & Woodhouse 1983) with a point source
approximation. We use focal mechanism solutions of the
Harvard centroid moment tensor inversion (e.g. Dziewonski
et al. 1981) and PREM (Dziewonski & Anderson 1981) as a
reference laterally homogeneous earth model. Through this
comparison, some seismograms are discarded if they appear to
be heavily contaminated with noise and some obvious errors in
observation or if their stations are nearly located in a nodal
direction of Rayleigh wave radiation, because they are quite
sensitive to errors in the estimated source parameters.
An example of observed and corresponding synthetic

seismograms of the vertical component is shown in Fig. 5(a). In
the case of a laterally homogeneous earth, the Rayleigh wave
propagates along the great-circle path, so that its particle
motion is con¢ned in the vertical^radial plane and does
not appear in the transverse component. In contrast, as seen
in Fig. 5(b), actual seismograms frequently have a small
amount of the transverse component in the Rayleigh wave
time window, which could be interpreted as the polarization
anomaly due to lateral heterogeneities. In general, the
measurement of polarization angles is more complicated than
that of phase di¡erences between the observed and synthetic
seismograms. For instance, the measurement of the phase
delay needs only one component (vertical in most cases,
including this study), whereas the polarization measurement
requires three components with excellent S/N ratio. Moreover,
when we analyse polarization angles, we need to take a shorter

time window than for the phase data to avoid the overlapping
of Love wave in the transverse component. Furthermore,
for polarization data we must intrinsically use amplitude
information of all three components at each station, which
greatly depends on the local site e¡ect as well as the gain
control quality of the seismometers. In spite of these di¤culties,
we manage to collect the polarization data with a high degree
of accuracy.

Table 1. The number of phase and polarization data at each period.

Phase Polarization
Period R1 R2 Total R1 R2 Total

83 s 2282 1602 3884 1487 648 2135
120 s 2282 1602 3884 1573 950 2523
152 s 2284 1666 3950 1544 958 2502
205 s 2284 1666 3950 1510 943 2453

Figure 4. (a) Global distribution of seismic events (circles) from 1990
to 1996 and stations (triangles) used in this study and ray coverage of
R1 and R2 for (b) phase data and (c) polarization data at period 152 s.
Ray density at each 50|50 grid is calculated by counting points along
the great-circle path with an interval of 10. Note that the contour
intervals in (b) and (c) are di¡erent.
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We ¢rst pick up minor- and major-arc Rayleigh waves
(R1 and R2) and apply a bandpass ¢lter to them in the
frequency range 4^14 mHz. Next, we calculate their phase
di¡erences from corresponding synthetics by using a simple
single-station method (e.g. Aki & Richards 1980; Nakanishi
& Anderson 1984). We estimate errors in the phase measure-
ments following the technique introduced by EkstrÎm et al.
(1997).We ¢rst assume that each phase measurement contains
an error represented by a standard deviation p of a normal
distribution. We then collect all similar-path pairs for which
both event and station are located within 30 of each other and
calculate the di¡erence in the phase measurements between
each pair. If the measurements of each pair are independent,
the distribution of phase di¡erences for all possible pairs
will have a standard deviation of 2p. We can thus estimate
uncertainty p in our phase measurement for R1 and R2 at each
period independently, although we do not rank each datum
as EkstrÎm et al. (1997) did.
The polarization angle of each seismogram is analysed by the

multitaper method (Park et al. 1987a) with four 2.5n-prolate

tapers. Detailed procedures of this method were given by Park
et al. (1987a,b) and Laske et al. (1994).We derive three singular
values and their corresponding eigenvectors, which represent
a 3-D polarization ellipsoid (Fig. 6). If one singular value d1
is much larger than the other two, d2 and d3, the polarization
ellipsoid becomes nearly an elliptical plane de¢ned by a
complex eigenvector or polarization vector zª that corresponds
to d1, which means an ideally polarized Rayleigh wave. After
¢nding the polarization vector zª , the polarization angle #H is
easily estimated from the projected polarization ellipsoid on
the horizontal plane (Fig. 6). An example of this analysis is
shown in Fig. 7. If the maximum normalized singular value
d1 is smaller than 0.8, its polarization is judged to be unclear
and the seismogram is discarded. Measurement errors are
estimated from the two minor eigenvectors that correspond to
d2 and d3, as explained by Park et al. (1987a) in detail.
This analysis is also useful for investigating anisotropic

features of Rayleigh wave polarization. Polarization anomalies
of surface waves are caused not only by lateral heterogeneities
but also by azimuthal anisotropy of the Earth (e.g. Crampin
1975; Park & Yu 1992; Yu & Park 1993). It is, however, quite
di¤cult to pinpoint the origin of the observed polarization
anomaly in each case. Crampin (1975) described the three
types of Rayleigh wave particle motions in anisotropic media
with various symmetry conditions. We follow his description
and eliminate data that seem to be strongly a¡ected by
azimuthal anisotropy. For example, we only choose data
that show clearly linear polarization in the horizontal plane
(i.e. eRayl&1:0 in Fig. 7c) and the maximum axis of the polar-
ization ellipsoid nearly parallel to the vertical (i.e. #V&0:0
in Fig. 7d).

Figure 5. (a) Comparison of observed waveforms (solid line) with
synthetic waveforms (dashed line) of the vertical component and
(b) three-component seismograms recorded at SBC for an event
on 1996 February 17. A bandpass ¢lter is applied (a) between 8
and 12 mHz and (b) between 5 and 12 mHz. Some Rayleigh waves
are identi¢ed in the transverse component, which indicates the
polarization anomaly due to lateral heterogeneities.

Figure 6. Schematic view of the polarization angle #H measured
clockwise from the radial direction eª 2 in the left-handed coordinate on
a horizontal plane in the multitaper polarization analysis. (modi¢ed
from Park et al. 1987a).
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5 STATION CORRECTION

One of the most critical problems in analysing the polarization
anomaly from three-component seismograms is the mis-
orientation of seismometers at each station. Some previous
studies used surface waves themselves to estimate such mis-
orientations (Laske 1995; Laske & Masters 1996; Larson et al.
1997), but it is more desirable to use any independent data
for the correction of surface wave arrival angles. In order to
estimate the misorientation of each station, we collect direct
P waves passing through the lower mantle, which is considered
to be the least laterally heterogeneous as well as the least
anisotropic layer of the Earth for all the seismic phases (Fig. 8).
With uniform azimuthal coverage of rays at each station, the
distribution of P-wave polarization angles, measured from the
radial direction, should be a normal distribution with a mean
that represents the actual orientation of the seismometers.
Lower-mantle P-wave data are collected for events of body

wave magnitude greater than 5.1 and focal depth deeper than
30 km from 1990 to 1997, restricting epicentral distances to
be larger than 250. Seismograms are bandpass ¢ltered in the
frequency range 15^30 mHz with an average time window of
70 s. Picking up the ¢rst motion of P waves would be the
most suitable way to estimate P-wave arrival angles, but actual
long-period P-wave records do not show a sharp ¢rst motion.
We therefore pick up the ¢rst one or two wavelengths of
P waveforms in the above time window (Fig. 9a). In such a
short time window with a sampling interval of 1 s, we cannot
make any optimal tapers, so that the multitaper method used
for Rayleigh waves is not suitable for long-period P waves.
Instead, we use complex polarization analysis in the time
domain (Vidale 1986), assuming that P-wave polarization is
independent of frequency, not dispersive like surface waves. In
other words, its arrival angle is expected to be constant in the
chosen time window, although the actual measurements show
a slight time dependence (Fig. 9b), from which we can estimate
errors in our measurements. Ellipticity of polarization in the

horizontal plane is also used to evaluate the accuracy of
the measured arrival angles (Fig. 9c) because it should be
straight for ideal P waves (eP&1:0).
In most stations, the distribution of P-wave polarization

angles is ¢tted with a normal distribution, as shown in Fig. 10.
Stations located in subduction regions such as MAJO and
SNZO show larger variances than those on stable continents
such as CTAO and NWAO. Considering the tectonic setting of
these stations, lateral heterogeneities in the upper mantle due
to subducting slabs may a¡ect the polarization of long-period

Figure 7. (a) Normalized singular values, (b) polarization angles measured clockwise, (c) ellipticity of the polarization ellipse on the horizontal plane
and (d) deviation of the maximum major axis of the polarization ellipsoid from the vertical axis plotted as a function of frequency for the R1 records
of Fig. 5(b).

Figure 8. Schematic view of station correction measured by
lower-mantle P-wave polarization.
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P waves much more than previously expected (e.g. Woodward
&Masters 1991), which is worthy of further investigation in the
future. The station misorientations are de¢ned by taking the
mean value of the arrival angles for each station. As pointed
out in previous works (Laske 1995; Laske & Masters 1996;
Larson et al. 1997), some stations such as AAK, NWAO,
TATO and SNZO show large misalignments in horizontal
components, although in most stations misalignments are less
than 40. Our results are compared with the estimates of Laske
& Masters (1996) in Table 2. Note that their results were
originally provided in the right-handed coordinate system; we
therefore corrected them to the left-handed system, resulting
in positive deviation from the north representing the mis-
alignment to the east. In spite of the completely di¡erent data

sets, the estimated misorientations in this study are quite con-
sistent with those of Laske & Masters (1996), especially for
stations with a large misorientation.

6 APPLICATION TO THE OBSERVED
RAYLEIGH WAVE DATA

We apply the actual phase or polarization data of Rayleigh
waves to the linear inversion after the station correction. The
phase velocity maps obtained are shown in Fig. 11, and their
amplitude spectra and correlation coe¤cients in Fig. 12. These
models are expanded in spherical harmonics up to degree 15.
Data mis¢ts for phase or polarization data at each period are
listed in Table 3. The mis¢t derived from the polarization
data inversion is generally smaller than that from the phase
for all periods because of the larger estimated errors of the
polarization data.
In the phase data models (on the left of Fig. 11), low-velocity

anomalies exist along the East Paci¢c Rise, near the Red
Sea rift zone and near Iceland, whilst high-velocity anomalies
exist in the Canadian and Siberian shields, Australia and the
western Paci¢c. These characteristics are in good agreement
with some geological information; for example, there are high-
velocity anomalies in shields and old oceanic basins associated
with plate cooling, whilst low-velocity anomalies occur in some
regions of high tectonic activity such as hot spots and ridges.
Comparison of our phase-data model with another two

models, the Scripps model from both phase and polarization
data (Laske & Masters 1996) and the Harvard model from
phase data (EkstrÎm et al. 1997), at a period of 100 s is shown
in Fig. 13. Other models derived from phase data (e.g. Zhang &
Lay 1996) are nearly identical to these models, especially at low
orders. These models were expanded in spherical harmonics up
to degrees 24 for the Scripps model and 40 for the Harvard
model, but their spatial distributions agree well with each
other, suggesting that higher-order heterogeneities do not
alter the general appearance of these phase velocity maps,

Figure 9. Polarization analysis of lower-mantle P wave recorded
at ANMO for an event of 1992 March 2. (a) Three-component
seismogram, (b) polarization angles measured clockwise (estimated
arrival angle of this seismogram is 3:92+0:120) and (c) ellipticity of
polarization ellipse on the horizontal plane plotted as a function
of time.

Table 2. Comparison of estimated misorientations in this study with
those of Laske &Masters (1996) at six stations. All the misorientations
are measured clockwise with the unit in degrees so that a positive
deviation represents the misalignment of a seismometer to the east.
Numbers in parentheses show the number of data used to estimate
misorientations.

This study Laske & Masters
(P waves) (surface waves)

AAK 6:58+1:42(49) 6:84+0:59(104)
MAJO {3:15+0:89(226) {6:00+0:45(176)
NWAO 4:61+0:71(201) 4:70+1:20(40)
SNZO 5:59+1:75(82) 4:57+0:64(81)
TATO {13:21+1:51(79) {9:90+1:83(29)
TLY 3:59+1:10(80) 3:71+0:57(74)

Table 3. Data mis¢ts of phase and polarization data inversions at
each period.

83 s 120 s 152 s 205 s

Phase 12:0 5:0 5:0 4:5
Polarization 5:0 2:9 2:3 3:1
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although higher orders are important for describing small-
scale structures. Fig. 14 shows a comparison of amplitude
spectra and the correlation amongst these models up to degree
15. The spectra of our model are somewhat smaller at low
orders, especially at degrees 1^3, than the other models. The
correlation amongst these models is quite good for low orders
up to 6 and falls gradually at higher orders. In spite of such
slight discrepancies, variations of spectral amplitude share a
fairly common overall trend (for example, characteristic peaks
at degrees 2 and 5), which seems to justify our present model
from phase data.
The polarization data models (on the right of Fig. 11) also

show some agreement with geological information, such as
high-velocity anomalies in North America, Siberia, western
Australia and the western Paci¢c, and low-velocity anomalies
in the eastern Paci¢c and eastern Africa. However, there
are several apparent discrepancies between the phase and
polarization models, for example a low-velocity anomaly in the
Indian Ocean and a high-velocity anomaly in the southern
Paci¢c. Comparatively sparse path coverage in some regions
(that is, the eastern region of Africa and the southeastern
Paci¢c, as seen in Fig. 4c) may be one of the main reasons for
these discrepancies. In addition, the observed polarization
data seem to contain more noise than the phase data owing
to the di¤culty of making polarization measurements from
three-component seismograms, as discussed in the previous
section.
The correlation between the phase and polarization models

at each period (Fig. 12c) is especially good for low even
degrees (i.e. degrees 2, 4 and 6) and generally bad for low
odd degrees and for degrees higher than 8. A similar trend has
already been reported by Laske (1995) and this may also justify

our polarization models. These low even degrees, especially
degrees 2 and 6, have been discussed in relation to the upper-
mantle structure (e.g. Nakanishi & Anderson 1984; Richards
et al. 1988; Montagner & Romanowicz 1993; Zhang & Lay
1996): the degree 2 anomaly is generally discussed in con-
nection with geoid highs and the degree 6 with the distribution
of hotspots. Considering the characteristics of these low even
degrees and their good correlation, it is likely that these geo-
logical features in the upper mantle have considerable in£uence
on both phase and polarization data.
In contrast, except for 83 s, our polarization data models do

not show a remarkable amplitude at degree 5 that is clearly
seen in our phase data model, particularly at shorter periods
(82 and 120 s in Fig. 12a). In addition, the correlation at
degree 5 is not good. Some previous studies with phase data
have discussed the fact that the pattern of degree 5 agrees quite
well with the distribution of shields, old oceans and ridges
(e.g. Zhang & Lay 1996). The disagreement between our phase
and polarization models at degree 5 suggests that shallow
structures such as continental crust or ridges do not have a
signi¢cant e¡ect on our polarization data. Taking the di¡erent
sensitivities to velocity perturbations (i.e. 1 and 2) into account,
it is probable that such shallow structures have quite sharp
boundaries (e.g. continent^ocean boundary) without much
velocity gradient, and, consequently, they mainly appear in the
phase models, not in the polarization models.
Almost all the previous phase velocity models derived only

from phase data have a spectral peak at degree 2 and their
spectra rapidly fall o¡ proportional to l{1 or l{2 (e.g. Zhang &
Tanimoto 1991; Su &Dziewonski 1992; Passier & Snieder 1995;
Zhang & Lay 1996). This trend is also seen in both phase and
polarization models in this study (Fig. 12).Whilst polarization

Figure 10. Distributions of P-wave arrival angles at six stations. Solid lines show a least-squares-¢tted normal distribution, the abscissa is the
polarization angle from the radial direction (0 degree) and the ordinate represents the frequency of data. Arrival angles are measured clockwise.
The number under each station name shows the estimated misorientation.
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data should be more sensitive to higher-order heterogeneities,
we cannot apparently see the improved sensitivity to higher
orders in our polarization models (Fig. 12b). This may be
caused by the weighting applied to the model parameters in
the process of inversion to avoid aliasing e¡ects due to the
truncation of spherical harmonics.

In order to investigate spectral characteristics at higher
orders in detail, we pay attention only to the amplitude spectra
higher than degree 6. In this range of harmonic degrees, ampli-
tude spectra from the polarization data systematically show
smaller gradients than those from phase data (Fig. 15a and
Table 4) at all periods, supporting the idea that the polarization

Figure 11. Phase velocity maps using phase and polarization data at 83, 120, 152 and 205 s. Red areas represent low-velocity regions whilst blue
areas represent high-velocity regions. Red circles represent the locations of hotspots (Richards et al. 1988).
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data possess slightly greater sensitivity to higher orders than
the phase data. From this result, one may ask whether the
gradient of higher-order spectra is controlled by the choice of
damping.We therefore perform inversions with underdamping
and overdamping to ¢nd a possible range of spectra for each
model (Fig. 15b). The underdamped model gives the minimum
gradient at each period whilst the overdamped model gives
the maximum. The under- and overdamped solutions are

Figure 12. Amplitude spectra of phase velocity maps using (a) phase
data and (b) polarization data and (c) their correlation at each period.
Circles, squares, triangles and diamonds represent the spectra at 83,
120, 152 and 205 s, respectively.

Figure 13. Comparison of our phase velocity map (top) using phase
data of Rayleigh waves at a period of 100 s with those of Laske &
Masters (1996) (middle) and EkstrÎm et al. (1997) (bottom).
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subjectively chosen from the trade-o¡ diagram (Fig. 2). A
reasonable damping should be located in the range of both.
The gradients of spectral variation from polarization data are
obviously smaller than those from the phase data, as shown
in Table 4, especially at shorter periods such as 83 and 120 s.
In the long-period range (more than 152 s), the di¡erence in

spectral gradients becomes small. The longer the period,
the longer the wavelength of the surface waves becomes.
Therefore, it is reasonable that the resolving power of both
phase and polarization data for high-order heterogeneities
becomes weak and their di¡erences become less apparent as
the period increases.
Su & Dziewonski (1991) suggested that the signi¢cantly

large anomaly of degree 2 shown in previous studies (e.g.
Masters et al. 1982) should characterize the most dominant
feature of the actual Earth and concluded that large-scale
lateral heterogeneities are dominant in the mantle. On the

Figure 14. (a) Comparison of amplitude spectra and (b) correlation
amongst the three phase velocity maps of Fig. 13. Diamonds, triangles
and circles represent the amplitude spectra of this study, those of Laske
& Masters (1996) and those of EkstrÎm et al. (1997), respectively.

Figure 15. (a) Amplitude spectra of our phase velocity models (120 s,
Fig. 12) for l§6 in a logarithmic plot. Straight lines are least-squares
¢tted lines. (b) Same as (a) except for underdamped (circles) and
overdamped (triangles) inversion models. Shaded areas show possible
ranges within which the amplitude spectra are expected to vary with
di¡erent damping parameters.

Table 4. Indices x of the gradient of amplitude spectra (l{x, where l is the degree
of spherical harmonics) for underdamped, reasonably damped and overdamped
inversions at each period.

82 s 120 s 152 s 205 s
Phase Pol: Phase Pol: Phase Pol: Phase Pol:

Underdamping 1:0 0:3 1:0 0:6 0:8 0:7 0:8 0:9
Reasonable damping 1:3 0:6 1:5 1:0 1:3 1:2 1:2 1:2
Overdamping 2:6 1:1 2:9 1:6 2:9 1:6 3:2 1:5
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other hand, a remarkable discrepancy in higher-order spectra
between global and regional models was reported by Passier &
Snieder (1995), and they concluded that the actual Earth
probably contains more spectral power around degree 30 than
is present in previous global models. As one of the reasons for
this discrepancy, they mentioned that higher-orders in global
models are underestimated due to the limited path coverage.
The suppression of higher orders caused by path integration
was discussed in previous studies. For example, Kawakatsu
(1983) concluded that the averaging property of great-circle
data reduces the resolution of heterogeneities in inversion, and
Mochizuki (1993) computed the resolving sensitivity of line
integrals to lateral heterogeneity, based on geometrical ray
theory, assuming that ray paths are random. He showed that
sensitivity to higher orders generally decreases with increasing
harmonic degrees and in particular is greater for even orders
than for odd orders when major-arc wave trains (R2 or G2) are
included in the data set.
Since we use both actual phase and actual polarization data

within the framework of geometrical ray theory and all the
data are approximated by line integration along great-circle
paths (see 1 and 2), the low-pass e¡ect of this approximation
may play a crucial role in inversions for both phase and
polarization data. Moreover, the actual path coverage is rather
uneven (Fig. 4), which results in a biased spatial resolution of
heterogeneities, and this may also emphasize the low-pass
e¡ect. As a result, the inverted models may have a similar trend
for both kinds of data; that is, low-order heterogeneities are
remarkable and higher-order spectra are suppressed (Fig. 12).
To prove the in£uence of uneven path coverage on the higher

orders, we recall the synthetic test with a white noise model
discussed in Section 3. We perform another synthetic test by
using about 4000 ray paths of the actual phase data (Fig. 4b),
although the number of paths is slightly smaller than the
number of synthetic paths (4600 paths). The retrieved models
from the synthetic phase and polarization data sets are shown
in Figs 3(f) and (g). Higher-order amplitude spectra of both
phase and polarization models, particularly higher than
degree 8, are clearly suppressed, whereas the previous synthetic
test with polarization data with su¤ciently dense and even
paths (Fig. 3c) shows almost complete retrieval for higher-
order heterogeneities of the original model. The only di¡erent
factor in the process of retrieving the models shown in Figs 3(b)
and (c) and Figs 3(g) and (f) is the ray coverage, so that it is
reasonable to conclude that the reduced amplitude of retrieved
models at higher degrees seen in Figs 3(g) and (f) is caused by
the uneven coverage of the actual ray paths. It is also important
to note that the amplitude spectra retrieved from polarization
data (Fig. 3g) have slightly larger amplitudes at higher degrees
than those from phase data (Fig. 3f), which also suggests
the greater sensitivity of polarization data to higher-order
heterogeneities.
Even if we use polarization data and suppose that there exist

more signi¢cant higher-order heterogeneities in the mantle
than have ever been proposed, the above results indicate that
we may not be able to extract small-scale heterogeneities from
the observed data su¤ciently well due to the path-averaging
e¡ect of uneven paths as long as we adopt the ray theoretical
approach. Consequently, the results of the synthetic and actual
data inversions in this study may exhibit the limit of the ray
theoretical approaches to retrieve higher-order heterogeneities.
Even though our polarization models show slightly larger

amplitudes at higher orders than the phase models, we may
need to consider path deviations from great-circle paths in
interpreting polarization data. As another possible approach
to enhance the resolving power for higher orders, integration
over areas of ¢nite width along geometrical rays may be
useful (Yomogida & Aki 1987) for taking the e¡ect of ¢nite
wavelengths into consideration.

7 CONCLUSIONS

We performed linear inversions, ¢rst using the synthetic phase
or polarization data with a white noise model, and showed the
intrinsic resolving power of the polarization data for higher-
order heterogeneities compared with that of the phase data.
This result indicates the possibility of enhancing the resolution
of tomographic models by the introduction of polarization
data, as pointed out by Laske & Masters (1996). The synthetic
test clearly suggests that polarization data are able to retrieve
small-scale heterogeneities more reliably than phase data if
path coverage is su¤ciently dense and uniform with high-
quality data, whilst higher orders retrieved from phase data
may be easily suppressed by damping or smoothing e¡ects, in
spite of a reasonable damping. Furthermore, polarization data
are likely to be able to retrieve not only higher orders but also
lower orders well. Since this test uses synthetic paths that
correspond to minor-arc wave trains with su¤ciently dense
and uniform path coverage, actual polarization data may also
be able to provide some important information on the intensity
of higher-order heterogeneities in the real Earth if we use
high-quality minor-arc wave data (R1 or G1) with ideal path
coverage in the future.
We inverted the observed phase or polarization data of long-

period Rayleigh waves for phase velocity models. We also
estimated the misorientation of each station from the observed
polarization anomaly of lower-mantle P waves as independent
information. Some stations such as AAK, NWAO, SNZO
and TATO show signi¢cant deviation from the reported N^S
direction, and the estimated misorientations are quite con-
sistent with the previous result of Laske & Masters (1996), in
spite of completely di¡erent kinds of data. The correlation
between the phase velocity models from phase and polarization
data is quite good for low even degrees, but not for low odd
degrees and degrees higher than 8. A comparison of their
spectra shows that our polarization data are able to resolve
low even orders su¤ciently, and bad correlations in low odd
orders such as 3 and 5 (Fig. 12c) are mainly responsible for the
discrepancies between these models. The path coverage of our
present data set appears to be enough to retrieve a reliable
model that is expanded in spherical harmonics up to degree 15,
but the uneven path coverage would reduce the resolving
power for higher orders even if we used polarization data.
Although the di¡erence in higher-order amplitude spectra
between phase and polarization models is not so signi¢cant,
the polarization data models show slightly larger amplitudes
at higher orders and a smaller gradient of spectral variation
than the phase data, especially for short periods such as 83 and
120 s, considering a reasonable range of damping e¡ects. In
addition to the results of the synthetic test, these characteristics
in polarization models also support the idea that polarization
data are indeedmore helpful in retrieving small-scale structures
than phase data. At the same time, the similar overall trends
in our phase and polarization models and in the result of
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the additional synthetic test with the actual uneven paths,
which are based on the geometrical ray theory, suggest the
limited resolving power for higher-order heterogeneities with
the present conditions of global data.
When we use polarization data, we must pay attention

to some other important factors. For example, polarization
data cannot resolve the global average of phase velocity (i.e.
degree 0 in spherical harmonics), since they re£ect the averaged
derivation of phase velocity perturbations. If it is necessary
to consider the magnitude of velocity perturbations from the
reference earth model, joint inversions with phase data will be
essential. In addition, we need excellent S/N ratios of three-
component seismograms, and epicentral distances should
be longer than 500 to avoid the overlapping of other signals,
resulting in smaller amounts of polarization data and poorer
coverage than phase data with the same criteria. As another
important e¡ect on polarization data, we should not overlook
azimuthal anisotropy in the upper mantle (Laske & Masters
1998; Larson et al. 1998), although general consensus on the
degree of azimuthal anisotropy on a global scale has not yet
been attained. Nevertheless, these di¤culties are expected to be
overcome by the increasing number of seismic stations with
high-precision seismometers in the near future.
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